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ABSTRACT 

The number of transistors per chip, feature sizes, frequencies, transistor densities, number of cores, thermal 

design powers, die areas, and storage capacities of Integrated Circuits (ICs) used for different processing 

units and memories were collected from various websites from 1973 to 2019 and plotted against year of 

introduction of ICs in semi-log paper to find the trend with R-squared (R2) value using Microsoft Excel. The 

R2 values of the trend lines for the above parameters were over 0.922 which indicated that more than 92% of 

data satisfied the fitting lines except for thermal design power (R2 = 0.7) and die area (R2 = 0.4 to 0.6). It 

was observed that the growths of transistor counts, transistor densities, frequencies, and thermal design 

powers for different processing units were growing exponentially and doubled every 16.8 to 24 months from 

1973 to 2019 except the growth of thermal design powers (TDP) and frequencies of ICs which were 

increased up to 2003. After that, the growth of TDP and frequencies are nearly linear up to the present day. 

The growth of the above parameters for ICs of different memories were a little faster, it was doubled every 

14 to 16 months. The feature sizes shrunk 2 times every 18 months. A strong relation was found between 

feature sizes and transistor densities (R2 = 0.9) and observed that one fold of feature size decreased for the 

increasing of 2-3 folds of transistor densities. It was observed that different parameters for ICs designing 

from 1973 to 2019 kept pace with Moore's law. It may be concluded that the decrease of feature size, 

increasing of transistor count and transistor density in ICs design will follow Moore's law for some more 

years with the limitation of frequency and power of ICs.  
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INTRODUCTION: 

Walter Brattain, John Bardeen, and William 

Shockley created the world's first transistor in 1947-

1949 and begun the end of the vacuum tube used in 

electrical appliances (Wikipedia, 2020a). The first 

integrated circuit (IC) in the form of a flip flop was 

developed using 2 transistors by Jack Kilby in 1958 

(Wikipedia, 2020b) and the Monolithic Silicon IC 

Chip was invented by Robert Noyce in 1961 (VLSI 

Res. Inc., 2020).  

The very-large-scale integration (VLSI) was started 

with hundreds of thousands of transistors in the early 

1980s. Modern VLSI devices contain so many 

transistors, layers, interconnections, and other 

features and the application areas got expanded from 

micro-controller to Field-Programmable Gate Array 

(FPGA) based technologies, wireless mobile 

communications, and artificial intelligence  (Padhy 

et al., 2015; Islam and Hossain, 2019; Zamin et al., 

2012; Boddupalli, 2017; and Charles et al., 1986). 
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Presently a modern IC consists of millions of 

transistors. During these 5 decades, the size, speed, 

and capacity of ICs have progressed enormously due 

to rapid advances in computer architecture and 

semiconductor technologies (Yung et al., 2002). 

Almost anything related to the semiconductor 

industry would be approximated a straight line when 

plotted on semi-log paper, and the number of 

transistors on a chip, integration complexity, power 

of computers and processor speeds would be 

doubled about every 1 to 2 years (Moore, 1965; 

Vangie, 2020; and Bajramovic, 2013).  

Moore's law is a projection of a historical trend so 

the growth rate might not be continued for an 

indefinite period. International Technology Roadmap 

for Semiconductor (ITRS) predicted that the growth 

would be slow around 2103 (Hoefflinger, 2011). 

Jorgenson et al. (2014) stated that Moore's law is 

dying in the next decade. Therefore, research was 

undertaken to examine the trend of different 

parameters for designing integrated circuits from 

1973 to 2019 and linked to Moore's law. 

MATERIALS AND METHODS: 

Transistor counts, feature sizes, die areas, clock 

speeds, thermal design powers (TDP), number of 

cores, etc. of different type of processing units 

released from 1973 to 2019 by different 

manufactures (AKM, AMD, Fairchild, Fujitsu, 

General Instrument, General Microelectronics, 

Hitachi, Honeywell, Hyundai, IBM, Intel, 

Matsushita, Mitsubishi, NEC, NTT, Samsung, 

Sandisk, SDS, Seeq, Siemens, Signetics, Toshiba, 

Transitron) were collected from different websites 

(Wikipedia, 2020c; Wikipedia, 2020d; Martin, 2019; 

and Wikipedia, 2020e) and plotted these as a 

dependent variable against the year of introduction 

of ICs as an independent variable.  

The capacities of Random-Access Memory (RAM), 

Read-Only Memory (ROM), and Flash Memories 

(FL) released by different manufacturers at various 

times were also collected from the above sources. 

Exponential trend lines with R-squared values of 

different parameters of ICs were plotted on semi-log 

paper with the Microsoft Excel program. R-Squared 

values were determined to observe the variation of a 

dependent variable with the independent variable. If 

the value of R2 is very close to 1, the movements of 

the data of dependent variables are completely 

explained by the movements of the year of 

introduction of ICs. The number of months was 

counted for 10 times increase or decrease from trend 

lines of different parameters of ICs to find the 

growth rates and linked to Moore's law.  

RESULTS AND DISCUSSIONS: 

There were 2300 transistors per chip for Intel-4004 

in 1971 but it became 23.6 billion transistors per 

chip at Graphcore GC2 IPU in 2018 (Wikipedia, 

2020c). Thus the number of transistors per chip for 

the Central Processing Unit (CPU) has been 

increased 9,440,000 times in 47 years. NEC 

developed µPD7220-GDC graphics processing unit 

with 40,000 transistors in 1982 (Wikipedia, 2020c; 

Dampf, 1986) but Nvidia designed GV100 Volta 

Graphical Processing Unit (GPU) with 21.1 billion 

transistors per chip in 2017 (Wikipedia, 2020c).  

Xilinx Virtex developed a Field-Programmable Gate 

Array (FPGA) with 70,000,000 transistors per chip 

in 1997. At the end of 21 years, Xilinx Everest 

designed an FPGA with 50 billion transistors per 

chip (Cutress, 2018). Two thousand three hundred 

transistors per chip were at Intel4004 in 1971 but it 

reached 50 billion at FPGA Xilinx Everest in 2018. 

Thus the transistor count has increased 21,739,130 

times in 47 years. The number of transistors and 

their trends over time for early ICs, CPU, GPU, and 

FPGA is shown in Fig 1. 

It is also observed from the Fig 1 that the transistor 

counts for all types of processing units are increased 

exponentially. The R2 values of exponential lines of 

CPU, GPU, and FPGA are 0.930, 0.961, and 0.958 

respectively. These results indicate that more than 

93% of data follow the movement of exponential 

trend lines. It was also found that the number of 

transistors doubled every 18.00, 17.76, and 20.40 

months for CPU, GPU, and FPGA respectively. 

These results indicate that the transistors' growth per 

chip is still following Moore's law.  

The number of transistors per chip, feature sizes, and 

die areas for CPU, GPU, and FPGA were plotted on 

semi-log paper against the year of introduction of 

ICs and found the exponential trend lines (Fig 2). It 

is observed that the exponential trend lines fit 

strongly for transistor count (R2 = 0.953) and feature 

size (R2 = 0.980). However, the die area does not fit 
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well (R2 = 0.387) with the exponential trend line. 

The process technology or feature size has rapidly 

shrunk from 10,000 nm at Intel4004 in 1971 to 5 nm 

at Samsung 5LPE in 2019 (Scotten, 2018). 

Transistors were doubled every 16.8 months and 

feature size was decreased by 2 folds each 18 

months. Thus the feature size has been decreased 

2000 times in 48 years. The above results also hold 

Moore's law for various parameters of ICs except die 

area.  

 

Fig 1: The number of the transistor count of CPU, GPU, and FPGA as a function of time. 

 

Fig 2: Transistors count, feature size, and die area of various processing units over time. 
 

The exponential trend line of transistor densities 

(TD) for CPU, GPU, and FPGA against release date 

of ICs was determined (Fig 3) and it was found that 

TD was doubled every 28 months for considering 

data from 1969 to 2019. However, the transistor 

densities were doubled every 18 months when data 

were considered from 1987 to 2019. This result 

indicates that Moore's law is still applicable to the 

growth of transistor densities. An excellent relation 

(R2 = 0.984) was found between the feature size and 

http://www.universepg.com/
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transistor densities for CPU, GPU, and FPGA. It was 

found that 1 fold of feature size was decreased for 

the increasing of 2 times of transistor densities (Fig 

4). 

The frequencies, TDP, and the number of cores per 

die were plotted as a function of the introduction 

year for different integrated circuits. There was only 

1 core per die in ICs for a long time (from 1972 to 

2004).  It was reached to 10 cores per die in the next 

6 years and 56 cores per die by Intel for developing 

Xeon Platinum in 2019. The TDP of ICs was 

increased exponentially up to 2005 and doubled two 

times each 24 months. After that, the growth of TDP 

is linear up to today. The frequency of the ICs was 

108 kHz in 1972 but it was increased exponentially 

(R2 = 0.965) up to the year 2005 and doubled every 

20.4 months. However, the growth of frequency is 

linear as same as the power of ICs from 2006 to the 

present date. The frequency was increased 25925 

times from 1972 to 2004 but it was increased only 

0.96 times in the next 15 years, Fig 5. 
 

  
Fig 3: Transistor density (TD) of CPU, GPU, and 

FPGA versus year of the first release of ICs. 

Fig 4: Transistor density versus feature size of CPU, 

GPU, and FPGA. 

 

 
Fig 5: Frequencies, TDPs, and cores per die of different ICs versus year of the first release. 

Transistor counts, feature sizes, die areas, and 

capacities of different types of memories (RAM, 

ROM, and Flash) released by various manufacturers 

were collected from the Wikipedia, 2020c). Fairchild 

developed an SRAM type RAM with 6 transistors 

and 1 bit capacity in 1963 (Wikipedia, 2020c; 1966: 

Semiconductor, 2019). The capacity of RAM was 

reached at 128 Gb with 137 billion transistors at 10 

nm feature size by Samsung in 2018 (Wikipedia, 

2020c; Liu, 2018). The capacity of RAM has 

increased 128 billion times in 55 years. MOS type 1 

Kilobyte (Kb) capacity ROM Memory with 1024 

transistors was introduced by General 

Microelectronics in 1965 (Wikipedia, 2020c). AKM 

and Hitachi released ROM of 16 megabyte (Mb) 

capacity by adding 16.7 million transistors in 1995 

http://www.universepg.com/
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(Wikipedia, 2020c). The flash memory of 256 Kb 

capacities was marketed by Toshiba in 1985. The 

number of the transistor of the flash memory was 

262144 and 2000 nm processing technology was 

used in the IC. After 4 years, in 1989, Intel released 

a flash memory with 1 Mb capacity. In 2019, the 

capacity of the flash memory is reached to 8 

Terabyte (TB) capacities where 2048 billion 

transistors are added by Samsung. The R2 value of 

exponential trend lines for all parameters of 

memories is larger than 0.922 except the trend line 

of die area (R2 = 0.569). Fig 6 shows the trends in 

memory complexity. The capacities of RAM, ROM, 

and Flash memories were double every 15.88, 15.64, 

and 13.48 months respectively.  

The transistor densities of memories were plotted 

against the year of introduction (Fig 7) and find the 

exponential trend line (R2 = 0.968). Fig 7 shows the 

relation between transistor densities of memories and 

the year of introduction. It was found that the 

transistor density doubles every 15.12 months and 

holds Moore's law. A strong relation was found 

between transistor count and processing technology 

of the ICs of different memories (R² = 0.957). The 

feature size was decreased sharply with the increase 

of transistor count (Fig 8). It was found from the 

trend line that the feature size reduced 1 fold per 3 

time’s increase of transistor count. The characteristic 

of trend lines of different parameters of ICs and 

linked to Moore's law is presented in Table 1. 

 

(C = Capacity of memory in bits, T = Transistor count of different memories, & FLM =Flash memory) 

Fig 6: Capacity, transistor count, feature size, and die area of various memories over time. 
 

  
Fig 7: Transistor density for various memories versus 

year of the first release. 

Fig 8: Feature size versus the transistor count of 

various memories. 

http://www.universepg.com/
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Table 1: The characteristic of trend lines of different parameters of ICs and linked to Moore’s law. 

Parameters of ICs   R2  Time  Linked to Moore’s 

law 

Transistor count for ICs of CPU vs. year 0.930 18.00 * Hold to this date 

Transistor count for ICs of GPU vs. year 0.861 17.76*  Hold to this date 

Transistor count for ICs of FPGA vs. year 0.958 20.40*                                                                                     Hold to this date 

Transistor count for ICs of CPU, GPU and FPGA  vs. year 0.901 16.80 *                   Hold to this date 

Transistor count for ICs of RAM vs. year 0.943 14.00 *                                                                                    Hold to this date 

Transistor count for ICs of ROM vs. year 0.935 14.20*                                                                                      Hold to this date 

Transistor count for ICs of Flash Memory vs. year 0.964 14.20*                                                                                      Hold to this date 

Transistor densities for ICs of for CPU, GPU and FPGA vs. year 0.953 18.00* Hold to this date 

Transistor densities for ICs of memories vs. year 0.968 18.00* Hold to this date 

Capacity of RAM vs. year 0.922 15.88*                                                                                      Hold to this date 

Capacity of ROM vs. year 0.922 15.64*                                                                                      Hold to this date 

Capacity of Flash memory vs. year 0.976 13.48*                                                                                      Hold to this date 

Frequency vs. year 0.963 18.72*                                                                                      Hold up to 2005 then 

nearly no growth up 

to 2019 Power vs. year 0.788 24.00*                                                                                      

Feature size for ICs of  CPU, GPU and FPGA vs. year 0.980 18.00^                                                                                      Hold to this date 

Feature size for ICs of memories vs. year 0.962 38.40^ Does not follow  

Die area  for ICs of  CPU, GPU and FPGA vs. year 0.387 96.00*                                                                                     Does not follow  

Die area  for ICs of  memories vs. year 0.569 
 

Does not follow  

Feature size vs. Transistor density for ICs of CPU, GPU and 

FPGA 

0.984 Feature size decreased 1 fold/2 times 

increase of transistor densities 

Feature Size vs. Transistor density for all types of memories 

(RAM, ROM and Flash Memory) 

0.957 Feature size decrease 1 fold/3 times 

increase of transistor densities 

*Months to increase for 2 folds ^ Months to decrease for 2 folds 

CONCLUSION: 

The R2 values of the trend lines of transistor counts 

for various microprocessors and memories were 

varied from 0.86 to 0.96 which indicated that more 

than 86% of data satisfied the fitting lines to follow 

the movement with year of IC introduction. From the 

trend lines, it was also found that the number of 

transistors for various ICs was growing 

exponentially from 1973 to 2019 and doubling every 

14 to 21 months which indicated keep pace with 

Moore's law. The exponential trend line of transistor 

densities of ICs for CPU, GPU, and FPGA (R2 = 

0.96) showed that it doubles every 28 months for 

considering data from 1973 to 2019 but it doubled in 

every 18 months when data were considered from 

1987 to 2019. This result indicates that Moore's law 

is still applicable for transistor densities. The fitting 

line of transistor densities of various ICs for memory 

(R2 = 0.968) showed that it was doubling every 15 

months. The trend line of feature-size of different 

processing units (R2 = 0.98) showed that it shrunk 2  

 
 

times every 18 months and indicated keep pace with 

Moore's law while those for the ICs of memories (R2 

= 0.962) shrunk 2 times every 38 months. An 

excellent relation was found between the feature size 

and transistor densities. The trend lines (R2 > 0.957) 

showed that the feature size decreased by 1 fold per 

2-3 times of transistor densities for different ICs. 

The power and frequency were double every 19 to 

24 months up to 2003 after that the growths were 

nearly linear to the present date. Even high-end 

processors have stopped increasing their clock 

speeds (Fox, 2018) due to the "Power Wall-a barrier 

to clock speed" (Blank, 2018). The process of 

technology rapidly decreased from 10,000 nm in 

1971 to 5 nm in 2019. It shrinks 2 times every 18 

months and indicates keep pace with Moore's law up 

to this date. Samsung and TSMC have planned to 

manufacture 3 nm GAAFET nodes by 2021–2022 

(Armasu, 2019). Moore's law might exist in the next 

few years since the transistor count is increasing and 

the feature size is decreasing. However, high power 
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dissipation becomes a critical barrier to the 

frequency and performance of the microprocessor. It 

may be concluded that the decreasing of feature size 

and increasing transistor counts, transistor densities 

would continue some more years as also predicted 

by different researchers (Eide, 2018).   

ACKNOWLEDGEMENT:  

We are greatly acknowledged to the Department of 

Electrical and Electronic Engineering, Bangladesh 

University of Business and Technology, Dhaka, and 

Department of Farm Power and Machinery, 

Bangladesh Agricultural University, Mymensingh, 

where this research work has been performed. The 

authors would like to convey their heartiest thanks to 

final year students of the departments for helping to 

enter huge data and computer operators to help for 

statistical analysis to make this research work 

successful. 

CONFLICTS OF INTEREST: 

The authors declare they have no competing conflict 

of interests with respect to the publication of the 

present research. 

REFERENCES: 

1. "1966: Semiconductor, RAMs Serve High-

speed Storage Needs". Computer History 

Museum. Retrieved June 19, 2019. 

https://www.computerhistory.org/siliconengine

/semiconductor-rams-serve-high-speed-

storage-needs/ 

2. Armasu L. (2019). ‘Samsung Plans Mass 

Production of 3nm GAAFET Chips in 2021’ 

tom’ shardware.  

https://www.tomshardware.com/news/samsung

-3nm-gaafet-production-2021,38426.html 

3. Bajramovic A. (2013). ‘New Technology 

"Vs." Old Technology’.  

http://www.umsl.edu/~siegelj/information_the

ory/projects/Bajramovic/  

4. Blank S. (2018). ‘The End of More-The 

Death of Moore’s Law’.  

https://medium.com/@sgblank/the-end-of-

more-the-death-of-moores-law-5ddcfd8439dd 

5. Boddupalli A. (2017). ‘Application of VLSI 

Technology in Wireless Mobile Commu-

nications’, Int. J. for Research in Applied Sc. 

and Eng. Tech. (IJRASET), 5(8), 2022-2025.  

http://doi.org/10.22214/ijraset.2017.8285 

6. Charles, Boland, and Wagner (1986). ‘Very 

Large Scale Integrated Circuitry', Johns 

Hopkins, APL Tech. Digest, 7(3), 271-278. 

7. Cutress I. (2018). ‘xilinx-announces-project-

everest-fpga-soc-hybrid’.  

https://www.anandtech.com/show/12509/xilin

x-announces-project-everest-fpga-soc-hybrid 

8. Dampf G. (1986). "Graphics with the NEC 

7220: Direct access with Turbo Pascal". 

Retrieved 27 July 2013. (Translation of 

"Grafik mit dem 7220 von NEC", mc, 1986, 

H11, pp 54-65).  

https://www.sifive.com/press/sifive-intro 

duces-industrys-first-open-source-chip-

platforms 

9. Eide N. (2018). ‘After 50 years of Intel, 

Moore's Law is alive and well’.  

https://www.ciodive.com/news/ 

10. Fox A. (2018). ‘Why CPU Clock Speed 

Isn’t Increasing’ Maketecheasier’.  

https://www.maketecheasier.com/why-cpu-

clock-speed-isnt-increasing/ 

11. Hoefflinger B. (2011). ‘ITRS: The 

International Technology Roadmap for 

Semiconductors. In: Hoefflinger B. (eds) 

Chips 2020’. The Frontiers Collection. 

Springer, Berlin, Heidelberg 

12. Islam MT and Hossain MS. (2019). 

Hybridization of vigenere technique with the 

collaboration of RSA for secure 

communication, Aust. J. Eng. Innov. 

Technol., 1(6), 6-13.  

https://doi.org/10.34104/ajeit.019.06013a  

13. Jorgenson D. W., Ho, S.M. and Samuels, J. 

D. (2014). ‘Long-term Estimates of U.S. 

Productivity and Growth’, Third World 

KLEMS Conference, Growth and Stagnation 

in the World Economy, Tokyo.  

14. Liu Z. (2018). ‘Samsung Unleashes a 

Roomy DDR4 256GB RAM’.  

https://www.tomshardware.com/uk/news/sams

ung-256gb-ddr4-ram,37757.html 

15. Martin E. (2019). Moore’s law is alive and 

well. https://medium.com/predict/moores-law-

is-alive-and-well-eaa49a450188 

16. Moore G. E. (1965). ‘Cramming more com-

ponents onto integrated circuits’ Electronics, 

38(8), p 4.  

https://newsroom.intel.com/wp-content/uploa 

ds/sites/11/2018/05/moores-law-electronics.pdf 

http://www.universepg.com/
https://www.computerhistory.org/siliconengine/semiconductor-rams-serve-high-speed-storage-needs/
https://www.computerhistory.org/siliconengine/semiconductor-rams-serve-high-speed-storage-needs/
https://en.wikipedia.org/wiki/Computer_History_Museum
https://en.wikipedia.org/wiki/Computer_History_Museum
https://www.computerhistory.org/siliconengine/semiconductor-rams-serve-high-speed-storage-needs/
https://www.computerhistory.org/siliconengine/semiconductor-rams-serve-high-speed-storage-needs/
https://www.computerhistory.org/siliconengine/semiconductor-rams-serve-high-speed-storage-needs/
https://www.tomshardware.com/news/samsung-3nm-gaafet-production-2021,38426.html
https://www.tomshardware.com/news/samsung-3nm-gaafet-production-2021,38426.html
https://www.tomshardware.com/news/samsung-3nm-gaafet-production-2021,38426.html
https://www.tomshardware.com/news/samsung-3nm-gaafet-production-2021,38426.html
http://www.umsl.edu/~siegelj/information_theory/projects/Bajramovic/
http://www.umsl.edu/~siegelj/information_theory/projects/Bajramovic/
https://medium.com/@sgblank?source=post_page-----5ddcfd8439dd----------------------
https://medium.com/@sgblank/the-end-of-more-the-death-of-moores-law-5ddcfd8439dd
https://medium.com/@sgblank/the-end-of-more-the-death-of-moores-law-5ddcfd8439dd
http://doi.org/10.22214/ijraset.2017.8285
https://www.anandtech.com/show/12509/xilinx-announces-project-everest-fpga-soc-hybrid
https://www.anandtech.com/show/12509/xilinx-announces-project-everest-fpga-soc-hybrid
http://electrickery.xs4all.nl/comp/qx10/doc/Mc7220_summary.txt
http://electrickery.xs4all.nl/comp/qx10/doc/Mc7220_summary.txt
https://www.sifive.com/press/sifive-intro%20duces-industrys-first-open-source-chip-platforms
https://www.sifive.com/press/sifive-intro%20duces-industrys-first-open-source-chip-platforms
https://www.sifive.com/press/sifive-intro%20duces-industrys-first-open-source-chip-platforms
https://www.ciodive.com/news/
A.%20Fox
https://www.maketecheasier.com/why-cpu-clock-speed-isnt-increasing/
https://www.maketecheasier.com/why-cpu-clock-speed-isnt-increasing/
https://doi.org/10.34104/ajeit.019.06013a
http://www.worldklems.net/conferences/worldklems2014/worldklems2014_Ho.pdf
http://www.worldklems.net/conferences/worldklems2014/worldklems2014_Ho.pdf
https://www.tomshardware.com/uk/news/samsung-256gb-ddr4-ram,37757.html
https://www.tomshardware.com/uk/news/samsung-256gb-ddr4-ram,37757.html
https://medium.com/predict/moores-law-is-alive-and-well-eaa49a450188
https://medium.com/predict/moores-law-is-alive-and-well-eaa49a450188
https://en.wikipedia.org/wiki/Gordon_Moore
http://www.cs.utexas.edu/~fussell/courses/cs352h/papers/moore.pdf
http://www.cs.utexas.edu/~fussell/courses/cs352h/papers/moore.pdf
Electronics%2038(8),
Electronics%2038(8),
https://newsroom.intel.com/wp-content/uploa%20ds/sites/11/2018/05/moores-law-electronics.pdf
https://newsroom.intel.com/wp-content/uploa%20ds/sites/11/2018/05/moores-law-electronics.pdf


Alam and Alam / Australian Journal of Engineering and Innovative Technology, 2(2), 16-23, 2020 

UniversePG l www.universepg.com   23 
 

17. Padhy K. C., Rao, S., and Prajna (2015). 

‘Recent trends in VLSI Design Applicat-

ions’, Int.  J. of Adv.  Res. in Com. Eng. and 

Tech., 4(4), 1629-1632. 

18. Scotten J. (2018). ‘7nm, 5nm and 3nm 

Logic, current and projected processes’, 

Global Foundries.  

https://semiwiki.com/semiconductor-%20 

manufacturers/intel/7544-7nm-5nm-and-3nm-

logic-current-and-projected-processes/ 

19. Vangie B. (2020). Moore's Law.  

https://www.webopedia.com/TERM/M/Moore

s_Law.html 

20. VLSI Research Inc., (2020). ‘The Chip His-

tory Center’.  

https://www.chiphistory.org/83-first-monolith 

ic-silicon-ic-chip 

21. Wikipedia® (2020). Transistor counts, From 

"Famous Graphics Chips: NEC µPD7220 

Graphics Display Controller". IEEE Com-

puter Society; Institute of Electrical and 

Electronics Engineers. August 22, 2018.  

https://en.wikipedia.org/wiki/Transistor_count 

22. Wikipedia® (2020a). ‘Transistor’.  

https://en.wikipedia.org/wiki/Transistor%20an

d%20%20%20https://www.google.com/search

?client=firefox-b-dandq=world%27s+first+ 

transistor 

23. Wikipedia® (2020b) Integrated circuit.  

https://en.wikipedia.org/wiki/Integrated_circuit 

24. Wikipedia® (2020c) ‘Transistor Count’.  

https://en.wikipedia.org/wiki/Transistor_count 

25. Wikipedia® (2020d) ‘List of Intel Xeon 

microprocessors’.  

https://en.wikipedia.org/wiki/List_of_Intel_Xe

on_microprocessors#Nehalem-based_Xeons 

26. Wikipedia®, (2020e). Microprocessor chro-

nology.  

https://en.wikipedia.org/wiki/Microprocessor_

chronology 

27. Yung R., Rusu, S., and Shoemaker, K. 

(2002). ‘Future trend of microprocessor 

design’, Solid-State Circuits Conference, 

ESSCIRC 2002. Proceedings of the 28th 

European IEEE Xplore, pp43-46  

28. Zamin M., Khan, A., Saleem, H. and Afzal, 

S. (2012), ‘Application of VLSI in Artificial 

Intelligence’, IOSR J. of Computer Eng. 

(IOSRJCE), 6(2), 23-25.  

http://iosrjournals.org/iosr-jce/papers/Vol6-

Issue2/D0622325.pdf?id=452

 

 

Citation: Alam N., and Alam M. (2020). The trend of different parameters for designing integrated circuits 

from 1973 to 2019 and linked to Moore's law, Aust. J. Eng. Innov. Technol., 2(2), 16-23.  

https://doi.org/10.34104/ajeit.020.016023 

http://www.universepg.com/
https://semiwiki.com/semiconductor/intel/7544-7nm-5nm-and-3nm-logic-current-and-projected-processes/
https://semiwiki.com/semiconductor/intel/7544-7nm-5nm-and-3nm-logic-current-and-projected-processes/
https://semiwiki.com/semiconductor-%20%20manufacturers/intel/7544-7nm-5nm-and-3nm-logic-current-and-projected-processes/
https://semiwiki.com/semiconductor-%20%20manufacturers/intel/7544-7nm-5nm-and-3nm-logic-current-and-projected-processes/
https://semiwiki.com/semiconductor-%20%20manufacturers/intel/7544-7nm-5nm-and-3nm-logic-current-and-projected-processes/
https://www.webopedia.com/author/Vangie-Beal
https://www.webopedia.com/TERM/M/Moores_Law.html
https://www.webopedia.com/TERM/M/Moores_Law.html
https://www.chiphistory.org/83-first-monolith%20ic-silicon-ic-chip
https://www.chiphistory.org/83-first-monolith%20ic-silicon-ic-chip
https://www.computer.org/publications/tech-news/chasing-pixels/famous-graphics-chips
https://www.computer.org/publications/tech-news/chasing-pixels/famous-graphics-chips
https://en.wikipedia.org/wiki/IEEE_Computer_Society
https://en.wikipedia.org/wiki/IEEE_Computer_Society
https://en.wikipedia.org/wiki/Institute_of_Electrical_and_Electronics_Engineers
https://en.wikipedia.org/wiki/Institute_of_Electrical_and_Electronics_Engineers
https://en.wikipedia.org/wiki/Transistor_count
https://en.wikipedia.org/wiki/Transistor%20and%20%20%20https:/www.google.com/search?client=firefox-b-dandq=world%27s+first+%20transistor
https://en.wikipedia.org/wiki/Transistor%20and%20%20%20https:/www.google.com/search?client=firefox-b-dandq=world%27s+first+%20transistor
https://en.wikipedia.org/wiki/Transistor%20and%20%20%20https:/www.google.com/search?client=firefox-b-dandq=world%27s+first+%20transistor
https://en.wikipedia.org/wiki/Transistor%20and%20%20%20https:/www.google.com/search?client=firefox-b-dandq=world%27s+first+%20transistor
https://en.wikipedia.org/wiki/Integrated_circuit
https://en.wikipedia.org/wiki/Transistor_count
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#Nehalem-based_Xeons
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#Nehalem-based_Xeons
https://en.wikipedia.org/wiki/Microprocessor_chronology
https://en.wikipedia.org/wiki/Microprocessor_chronology
http://iosrjournals.org/iosr-jce/papers/Vol6-Issue2/D0622325.pdf?id=452
http://iosrjournals.org/iosr-jce/papers/Vol6-Issue2/D0622325.pdf?id=452
https://doi.org/10.34104/ajeit.020.016023

